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Announcements

Last time:
e SVM

This lecture:
@ Feed Forward Neural Nets
Announcements:
e Homework #9 due Sunday, 11/23
11:59pm

@ Review class next Friday - start
thinking about questions!
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Polynomial & Step Functions 71-7.2

Step Functions; Basis
functions; Start Splines

HW #5 Due
7.2-74 Sun 10/26

Regression Splines 7.4
Decision Trees 8.1 HW #6 Due
Random Forests 821,822 Sun 1172
Maximal Margin Classifier 9.1
sve 9.2 HW #7 Due
SWM 93,94 Sun 11/9
Single Layer NN 10.1
Multi Layer NN 10.2 HW #8 Due
CNN 10.3 Sun 11/16
Unsupen/ised_ learning / 121,124
clustering
Review HW #9 Due
Midterm #3 Sun 11/23
Virtual: Project Office Hours
Thanksgiving

Virtual: Project Office Hours
Virtual: Project Office Hours
Project Due

Honors

No final exam Project Due
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What will you learn today?

@ What is the architecture of simple feed-forward neural network?
» You should be able to describe what happens at each layer (e.g., input layer, hidden layer,
output layer) conceptually and mathematically.
@ What is activation? What types of activation functions are there?
> You should be able to explain it mathematically.
» Given example inputs and weights from the previous matrix, you should be able to calculate
the activation A by hand (with the help of a calculator).
@ How does a simple feed-forward neural network produce an output?
» Given a 8 matrix and activation from the previous layer, you should be able to calculate the
output by hand.

@ What do the fitted parameters minimize in a simple feed-forward neural network?
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Section 1

Neural Nets
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The idea
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Feed Forward Neural Network: The cartoon

Input Hidden Output
Layer Layer Layer
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What is activation? Neuroscience 101.

Output Firing Rate
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Figure adapted from Fig 1 of Arsiero et al. 2007 (J of Neurosci.)
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A very simple example
Computing A for (1,0)

A = hi(X) = g(wko + ZP:1 wy; Xj),

o /2
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A very simple example
Computing Y for (1,0)
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A very simple example
Computing Y for (0, 1)

K
Ap = he(X) = glwno + X0 wi X5), F(X) = Bo+ > BrAw
k=1

. |
: 5&\:(2»: i% . Test your understanding: PollEv!

O dse
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https://PollEv.com/multiple_choice_polls/rKLwQmbWWj3Cw7hiYaDcY/respond

A different example

@ Draw the diagram for a neural net with input
data points with p =3 (i.e., (X1, X2, X3)) and
two units in the hidden layer.

@ Using the w and B matrices, what is the
output predicted Y for the point (2,0,1)7?

-1
1 0 -2 2
c”_<—3 1 0 —1) b= _12

@ Use the activation function

0 ifz<O

z else.

g(z) =(2)+ = {
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Extra space
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What if there's no activation function?
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Choices for activation function

Sigmoid:

e? B 1
1+e? 1+4e2

g(z) =

Sigmoid()

Output
o

Qutput

RelLU: Rectified linear unit

0 ifz<O
g(z)=(2)+ = {
z else.
ReLU()
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Matrix version: First layer

Ap = h(X) = g(wro + X5 wi; X;),

b gz o A=gW-X) XT=1X X - Xp)
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Matrix version: Output

K
F(X)=Bo+ Y BrAx

: k=1
% _
As ém:(z\f % € 220 -
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Now what?

Choose parameters by minimizing RSS, "7, (yi — f(x))?
Chosen in advance: Tuned by the model:

Dr. Zhang (MSU-CMSE) Wed, Nov 12, 2025 17 /19



Coding
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Next time
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Polynomial & Step Functions

Step Functions; Basis
functions; Start Splines

Regression Splines
Decision Trees
Random Forests
Maximal Margin Classifier
svC
SVM
Single Layer NN
Multi Layer NN
CNN

Unsupervised learning /
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Review
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Virtual: Project Office Hours
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No final exam
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