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Announcements

CMSE381_F2025_Schedule : Schedule

M 922 Project Day & Review
Last time W 9/24 Midterm #1
12 [JEN 9/26 Leave one out CV 511,512
@ k-fold CV for Classification 13 M 9129 kefold CV 513
14w 1o More k-fold CV 514-5
Covered in this lecture 15 [EW| 1053 kefold CV for classification 515
16 M 10/6 Subset selection 6.1
@ response to feedback (from Quiz 5) 17w | 108 Shrinkage: Ridge 621
18 [BEN 1010 Shrinkage: Lasso 6.22
@ Subset selection 19 M 1013 PCA 63
) 20 W 1015 PCR 63
@ Forward and Backward Selection REy 1017 Review
M | 10720 Fall Break
Announcements: W | 10722 Midterm #2
21 [JEN 10/24 Polynomial & Step Functions ~ 7.1-7.2
e HW #4 Due Sunday (10/ 12) 2 M 1027 fE;ec‘;anusncsIgTsﬁﬁsfs 7274
23 W 10/29 Regression Splines 74

Mon, Oct 6, 2025

HW #4 Due
Sun 10/12

HW #5 Due
Sun 10/28
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Section 1

Previously on linear regression ...
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The problem of many features (p) relative to samples (n)

Up to now, we've focused on standard linear model: Y = By + 81Xy + --- + B,X, + € and
done least squares estimation.
Prediction accuracy
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The problem of many features (p) relative to samples (n)

Up to now, we've focused on standard linear model: Y = By + 81Xy + --- + B,X, + € and
done least squares estimation.

Model Interpretability
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Section 2

Best Subset Selection
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Go through each combo of variables exhaustively (exhausting?)

All subsets of 4 variables (2% = 16)

o X1 X
e X e X1 X3 e X1 X5 X3
o o X o X1 X4 o X1 Xo Xy o Xi X0 Xs Xa
o X3 o Xo X3 o X1 X3 Xy
o Xy o Xo Xy o Xo X3 Xy
o X3 X,

Dr. Cao (MSU-CMSE) Mon, Oct 6, 2025 7/23



One way of breaking this up

Algorithm 6.1 Best subset selection

1. Let My denote the null model, which contains no predictors. This
model simply predicts the sample mean for each observation.

2. For k=1,2,...p:
(a) Fit all (¥) models that contain exactly k predictors.

(b) Pick the best among these (ﬁ) models, and call it M. Here best
is defined as having the smallest RSS, or equivalently largest R2.

3. Select a single best model from among My,..., M, using cross-
validated prediction error, C, (AIC), BIC, or adjusted RZ.

(MSU-CMSE) Mon, Oct 6, 2025
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Calculate by hand

We train a model using four variables, X1, Xo, X3, X4. We're interested in getting a subset of
the variables to use. The following table shows the mean squared error and the MSE value
computed for the model learned using each possible subset of variables.

Training k-fold CV/
MSE (x10°7) Testing Error

Null model 8.76 10.08
X1 8.63 9.98 A i
X2 7.42 801 @ What subset of variables is found for
X3 8.16 8.3
7 833 906 each of the sets
X1,X2 4.33 747 H
e poss it Mo, M1, Mo, M3, My when using
R 317 423 best subset selection?
X2,X3 4.07 378
X2,X4 3.31 4.01 . .
S| o8 16 @ What subset of variables is returned
HEEs LD 549 using best subset selection?
X1,X2,X4 3.65 4.02
X1,X3,X4 297 4.23
X2,X3.X4 298 317
X1,X2,X3,X4 216 4.39
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Extra work space if it helps

Training k-fold CV
MSE (x10*7) Testing Error

Nulmodel 876 10.08
X1 863 9.98
X2 7.42 8.01 o X1 X
X3 8.16 83
X4 8.33 9.06 o X o X; X e X1 Xo X
X1.x2 433 747 ! 173 17273
X1.X3 582 522 o X5 e X1 Xs o X1 Xo Xy
X1.X4 317 423 ) o X1 Xo X3 Xy
X2,X3 407 378 ° X3 e Xo X3 o X1 X3 X4
x2.x4 3.31 401
X3.X4 3.06 416 o X o X5 X, o Xo X3 X,
X1X2X3 308 549 4 274 273
X1X2X4 355 402 e X3 Xy
X1X3X4 297 423
X2X3X4 298 347
X1X2X3X4 216 439
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Code to do this
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Section 3

Forward Selection
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What's the problem with best subset selection?
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Forward Stepwise Selection

Algorithm 6.2 Forward stepwise selection

1. Let Mg denote the null model, which contains no predictors.
2. For k=0,...,p—1:

(a) Consider all p — k models that augment the predictors in M,
with one additional predictor.

(b) Choose the best among these p — k models, and call it M.
Here best is defined as having smallest RSS or highest R2.

3. Select a single best model from among My,..., M, using cross-
validated prediction error, C,, (AIC), BIC, or adjusted R2.

Mon, Oct 6, 2025
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An example for Forward Stepwise Selection

e X1 X5
° X e X1 X3 o X1 Xo X3
o 0 e X o X1 X4 o X1 X5 Xy o X0 X0 X3 Xa
e X3 e Xo X3 o X1 X3 Xy
e Xy o Xo Xy o Xo X3 Xy
o X3 X,
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Group work: by hand same example with forward example

We train a model using four variables, X1, Xa, X3, X4. We're interested in getting a subset of
the variables to use. The following table shows the mean squared error and the R? value
computed for the model learned using each possible subset of variables.

Training k-fold CV/
MSE (x10°7) Testing Error

Null model 8.76 10.08
X1 8.63 9.98 ) i
x2 742 8.01 @ What subset of variables is found for
X3 8.16 8.3
7 833 906 each of the sets
X1,X2 4.33 747 ]
X1,X3 5.82 5.92 M07M17M27M37M4 when using
2 3.7 423 forward selection?
X2 X3 4.07 3.78
X2, X4 3.31 4.01 = o
o 06 16 @ What subset of variables is returned
g2 30t 549 using forward subset selection?
X1,X2 X4 3.55 4.02
X1,X3.X4 297 4.23
X2,X3,X4 2.98 317
X1,X2,X3,X4 216 4.39
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Extra work space if it helps

Training k-fold CV
MSE (x10*7) Testing Error

Null model  8.76 10.08
X1 863 9.98
X2 7.42 8.01 o X1 X5
X3 8.16 8.3
X4 8.33 9.06 o X o X1 X e X1 Xo X
X1.X2 433 7.47 L L A€ 17273
X1,X3 582 522 o X o X1 Xa o X1 Xo Xy
X1.X4 317 423 o () o X1 Xo X3 X,
X2,X3 407 3.78 ° X3 o X2 X3 Py Xl X3 X4
X2.X4 3.31 401
X3.X4 3.06 416 o X o Xo X o Xo X3 X,
X1,X2.X3 3.08 549 4 2 74 273 24
X1X2X4 355 402 e X3 Xy
X1,X3.X4 297 4.23
X2,X3.X4 298 347
X1X2X3X4 216 439
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Pros and Cons of Forward Stepwise

Pros: Cons:
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Section 4

Backward Selection
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Backward stepwise selection

Algorithm 6.3 Backward stepwise selection

1. Let M,, denote the full model, which contains all p predictors.
2. Fork=p,p—1,...,1:
(a) Consider all k¥ models that contain all but one of the predictors

in My, for a total of k — 1 predictors.

(b) Choose the best among these k models, and call it Mj,_;. Here
best is defined as having smallest RSS or highest R2.

3. Select a single best model from among My,..., M, using cross-
validated prediction error, C, (AIC), BIC, or adjusted R?.
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Pros and Cons of Backward Stepwise

Pros: Cons:
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TL;DR

Algorithm 6.1 Best subset selection

1. Let My denote the null model, which contains no predictors. This
model simply predicts the sample mean for each observation.

2. For k=1,2,...p:
(a) Fit all (f) models that contain exactly k predictors.

(b) Pick the best among these (ﬁ) models, and call it My. Here best
is defined as having the smallest RSS, or equivalently largest R2.

3. Select a single best model from among My, ..., M, using cross-
validated prediction error, C, (AIC), BIC, or adjusted R2.

Dr. Cao

o Modify step 2 with forward
or backward selection

@ Choose best model in step 3

using one of our adjusted
training scores or CV

Mon, Oct 6, 2025
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Next time

CMSE381_F2025_Schedule : Schedule

M 922 Project Day & Review

W 94 Midterm #1
12 [JEN 926 Leave one out CV 511,512
13 M 9129 k-fold CV 5.1.3
14 W | 101 More k-fold CV 5.1.4-5
15 [UBN] 1053 kfold CV for classification ~ 5.1.5
16 M 10/6 Subset selection 6.1
17 W 10/8 Shrinkage: Ridge 6.2.1
18 BN 1010 Shrinkage: Lasso 6.2.2 HW #4 Due
19 M 10/13 PCA 6.3 Sun 10/12
20 W 1015 PCR 6.3

BB 1017 Review

M 10/20 Fall Break

W 10/22 Midterm #2
21 RN 1024 Po\);r:omi’;al&ts.tep-F;ncltions TAT2 e D
2 M 027 S Spimes 7274 Sun 10728
23 W 10/29 Regression Splines 74
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