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Announcements

Last time: The end is near!
@ Single Layer Neural Nets 27 MRl 117 Sve 9.2 HW #7 Due
28 M 11710 SVM 93,94 Sun 11/9
29 W | 1112 Single Layer NN 10.1
This lecture: 30 BEN 11713 Multi Layer NN 10.2 HW #8 Due
31 M A7 CNN 103 Sun 11/16
o Multi-layer Neural Nets 2 W 1119 Unsupezcrlzls,lc;(:irl]e;arnlngl 121,124
@ Application to MNIST 33 [WEN 11/21  Virtual: Project Office Hours HW #9 Due
M | 11724 Review Sun 11/23
Announcements:
W | 11/26 Midterm #3
@ HW 9 Due Sunday 11/23 R Thanksgiving
M 12/1  Virtual: Project Office Hours
o Exam 3 11/24 W | 123 Virtual: Project Office Hours
e Project Due 12/5 BEN 125 Project Due
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Section 1

Neural Nets
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Feed Forward Neural Network: The cartoon
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A = hi(X) = glwro + 20— wi; X5),

o + ZﬁkAk

Test your understandmg PollEv
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https://PollEv.com/multiple_choice_polls/XuIKJuruOLR79NmpKJAqh/respond

Choices for activation function

Sigmoid:

e? B 1
1+e? 1+4e2

g(z) =

Sigmoid()

Output
o

Qutput

Dr. Cao (MSU-CMSE)

RelLU: Rectified linear unit

0 ifz<O
g(z)=(2)+ = {
z else.
ReLU()
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Matrix version

A = hip(X) = glwro + D25 wi; X5),
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Training the model

Choose parameters by minimizing RSS, >°7_; (y; — f(x;))? (or other loss function)
Chosen in advance: Tuned by the model:
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Section 2

Multilayer Neural Networks
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Multiple layers
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More typical for image classification

Example: MNIST
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Hidden layers
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More on that architecture
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Matrix version: First layer

i Ag) = h( Q) (X

x A o s 1 1
x¢ S :,, FolX)— Yo = (w](i:o) + Z ](CJ)X])
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fo(X)— Yo
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Matrix version: Second layer

o A22) _ h(2)(

A®) = g(W® . A1) (AT = (1 Agl) Agl) A%))

B(x) - Yo
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Matrix version: Last layer, first step

s , Zm = Bmo+t Zf:zl /Bmfhl(f) (X)
RN X o . :: 1) % = /BWLO + ZE 1 mgAém,
. a zZ=p53-A®
- . B is M x (Kz+1) matrix (A(2)) =(1 A(2) A(z) A(;é))
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The last column for classification: Softmax

Hidden
layer Lo

Output
layer

Jm(X) =Pr(Y =m|X) =
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An example

€Zm

fm(X)=Pr(Y =m|X)= ————,
() =Py =) =

Z=(13 -1 2 5)
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MNIST

18/21
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Coding
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TL;DR

Hidden
ayer Ly
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A = hie(X) = g(wro + 325 wi; X;),
@ Combines input data using learned
weights
@ Linear combo of those to get output

@ Sometimes softmax to get probability
of classification
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Next time
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112
113
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119
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11/26
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BB 125

Pz = :B==F=-0= = P

Review
Fall Break
Midterm #2
Polynomial & Step Functions

Step Functions; Basis
functions; Start Splines

Regression Splines
Decision Trees
Random Forests
Maximal Margin Classifier
svC
SVM
Single Layer NN
Multi Layer NN
CNN

Unsupervised learning /
clustering

Virtual: Project Office Hours
Review
Midterm #3
Thanksgiving
Virtual: Project Office Hours
Virtual: Project Office Hours

7.1-7.2
7274

74
8.1
821,822
9.1
9.2
93,94
10.1
10.2
10.3

121,124

HW #5 Due
Sun 10/28

HW #6 Due
Sun 11/2

HW #7 Due
Sun 11/9

HW #8 Due
Sun 11/16
HW #9 Due

Sun 11/23

Project Due

Q of the day: How do you tell if an artificial neural network is for classification or regression?
(if you only have the math)
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