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Announcements

Last time:

9.1 Maximal Margin Classifier

This lecture:

9.2 Support Vector Classifier

Announcements:

HW #7 due Sunday
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Section 1

Last time
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Separating Hyperplane

Require that for every data point:

β0 + β1xi1 + β2xi2 + · · ·+ βpxip > 0 if yi = 1

β0 + β1xi1 + β2xi2 + · · ·+ βpxip < 0 if yi = −1

Equivalently

Require that for every data point

yi (β0 + β1xi1 + β2xi2 + · · ·+ βpxip) > 0

Dr. Cao (MSU-CMSE) Fri, Nov 7, 2025 4 / 21



Separating hyperplane becomes a classifier

If you have a separating hyperplane:

Check

f (x∗) = β0+β1x
∗
1 +β2x

∗
2 + · · ·+βpx

∗
p

If positive, assign ŷ = 1

If negative, assign ŷ = −1
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Maximal margin classifier

For a hyperplane, the margin is the
smallest distance from any data point to
the hyperplane.

Observations that are closest are called
support vectors.

The maximal margin hyperplane is the
hyperplane with the largest margin

The classifier built from this hyperplane is
the maximal margin classifier.
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Mathematical Formulation
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Problems

Might be no separating hyperplane Sensitivity to new points
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Section 2

Support Vector Classifier
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Basic idea
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Soft margin

Some points on wrong side of margin
Some points on wrong side of hyperplane

(Misclassified)
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Mathematical Formulation of SVC
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Find positive ε’s that will satisfy this

Fix M =
√
2 yi (β0 + β1xi1 + β2xi2 + · · ·+ βpxip) ≥ M(1− εi )
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What is ε?

Fix M =
√
2 yi (β0 + β1xi1 + β2xi2 + · · ·+ βpxip) ≥ M(1− εi )

Fill in the table so that the
inequality is satisfied.

Point Left Side εi M(1− εi )

A 2
√
2 0

√
2

B
√
2
2

C −
√
2
2 1.5 −

√
2
2

X 3
√
2

2

Y
√
2

Z −
√
2

Point Left Side εi M(1− εi )

A 2
√
2 0

√
2

B
√
2
2

1
2

√
2(1− 1/2) =

√
2
2

C −
√
2
2 1.5 −

√
2
2

X 3
√
2

2 0
√
2

Y
√
2 0

√
2

Z −
√
2 2

√
2(1− 2) = −

√
2

To use for later slide: Total ε is 4
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What is ε?
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What is C?
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Examples messing with C

Increasing C →
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What affects the hyperplane?
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Coding

Dr. Cao (MSU-CMSE) Fri, Nov 7, 2025 19 / 21



TL;DR

Maximal Margin Classifier

Support Vector Classifier
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Next time

Q of the Day: what is ϵ in · · · > M(1− ϵi ) called?
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