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Announcements

Last time:

Single Layer Neural Nets

This lecture:

Multi-layer Neural Nets

Application to MNIST

Announcements:

Hw 8 Due Sunday 11/16

HW 9 Due Sunday 11/23

Exam 3 11/24

Project Due 12/5

The end is near!
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Section 1

Previously...
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Feed Forward Neural Network: The cartoon

f (X ) = β0 +
K∑

k=1

βkAk

Test your understanding: PollEv
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https://PollEv.com/multiple_choice_polls/XuIKJuruOLR79NmpKJAqh/respond


Choices for activation function

Sigmoid:

g(z) =
ez

1 + ez
=

1

1 + e−z

ReLU: Rectified linear unit

g(z) = (z)+ =

{
0 if z < 0

z else.
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Matrix version

A = g(W · X) XT = (1 X1 X2 · · · Xp)

▷◁▷◁▷◁▷◁▷◁▷◁

f (X ) = β0 +
K∑

k=1

βkAk

Y = β · A AT = (1 A1 A2 · · · AK )
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Training the model

Choose parameters by minimizing RSS,
∑n

i=1(yi − f (xi ))
2 (or other loss function)

Chosen in advance: Tuned by the model:
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What will you learn today?

What is the architecture of multilayer neural networks?
▶ You should be able to describe what happens at each layer mathematically for a typical

classification problem.
▶ You should be able to calculate class probability for the output layer using softmax.

How to classify images using multilayer neural networks in Python?
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Section 2

Multilayer Neural Networks
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Multiple layers
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More typical for image classification

Example: MNIST
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Hidden layers
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More on that architecture
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Matrix version: First layer

A(1) = g(W(1) · X) XT = (1 X1 X2 · · · Xp)
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Matrix version: Second layer

A(2) = g(W(2) · A(1)) (A(1))T = (1 A
(1)
1 A

(1)
2 · · · A(1)

K1
)
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Matrix version: Last layer, first step

Z = β · A(2)

β is M×(K2+1) matrix (A(2))T = (1 A
(2)
1 A

(2)
2 · · · A(2)

K2
)
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The last column for classification: Softmax
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An example

Z =
(
1 3 −1 2 5

)
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MNIST
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Coding
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TL;DR

Feed Forward Neural Net

Combines input data using learned
weights

Linear combo of those to get output

Sometimes softmax to get probability
of classification
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Next time
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