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Announcements

Last time:

@ 9.1 Maximal Margin Classifier

This lecture:
@ 9.2 Support Vector Classifier
Announcements:
@ HW #7 due Sunday 11:59pm
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Section 1

Last time
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Separating Hyperplane

Require that for every data point:

o Bo + Bixi1 + Baxio + -+ Bpxjp > 0if yi =1
Bo + Bixi1 + Paxio + -+ + Bpxip < 0 if yj = —1
;g' -
° 7 Equivalently

Require that for every data point

- 0 1 2 3 y,'(ﬂo + Bixj1 + Boxip + -+ + Bpxip) >0
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Separating hyperplane becomes a classifier

If you have a separating hyperplane:
@ Check

X
;
1

f(x*) = Bo+B1x] + 5255+ -+ Bpx;

o If positive, assign y =1

o If negative, assign y = —1 T
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Maximal margin classifier

@ For a hyperplane, the margin is the
smallest distance from any data point to
the hyperplane.

@ Observations that are closest are called
support vectors.

@ The maximal margin hyperplane is the
hyperplane with the largest margin

@ The classifier built from this hyperplane is
the maximal margin classifier.

T J : s Test your understanding: PollEv
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https://www.polleverywhere.com/activities

Mathematical Formulation

maximize M

607517~~76va
P
subject to Zﬂf =1,
=1

yi(Bo + Bizin + Paxia + -+ Bpzip) > M Vi=1,...,n
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Problems

Might be no separating hyperplane Sensitivity to new points
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What will you learn today?

@ What is the difference between Support Vector Classifier and Maximal Margin Classifier?
» What short-comings of Maximal Margin Classifier does Support Vector Classifier overcome?
» How?
» You should be able to describe the difference verbally, graphically, and mathematically.

@ How to interpret each element of the mathematical formulation of Support Vector
Machine graphically?
» Given a graph of Support Vector Classifier and some data points, you should be able to
derive the values of different parameters in the mathematical formulation (e.g. M, ¢;).
e What parameters controls the flexibility (hence bias-variance trade-off) of Support Vector
Classifier?

@ What are the support vectors of Support Vector Machine?
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Section 2

Support Vector Classifier
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Basic idea
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Soft margin

Xy

Dr. Zhan
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Mathematical Formulation of SVC

maximize M
Bo.B1,--Bpi€1,..s€n, M

P
subject to Zﬁf =1,

j=1
Yi(Bo + Przin + Bazia + -+ + Bpxip) > M (1 — ),

n
61'207 ZeiSC:

=1

Dr. Zhang (MSU-CMSE) Fri, Nov 5th, 2025 13 /22



Find positive €'s that will satisfy this
Fix M=v2  yi(Bo+ Bixii + fBaxiz + - -+ + Bpxip) > M(1 — ;)

T
C
5‘._. X
5 Thi _side predicts black O
4
3
A
2 X
This side-predicts-red-X
0 1 2 ..6'-. 7
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What is €7
Fix M=v2  yi(Bo+ Bixin + Baxiz + - -+ + Bpxip) > M(1 — ;)

Fill in the table so that the Point || Left Side & M(1 - &)
inequali’;z is satisfied. A 2v2 0 V2
: _ %
C —2 15 2
Y V2
: z —V2
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What is 7

Dr. Zhang (

X

-05 0.0 0.5 1.0 1.5 2.0 25
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What is C?

maximize M
B0,B15-,Bp €150 €n, M

P
subject to Zﬁf =1,

j=1
Yi(Bo + Prai1 + Patin + -+ + Bpxip) > M(1 — €;),

n
61'20, ZG'L'SC’

=1

X,
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Examples messing with C

o Je oJe o
Y D “7 e .
o -
- - - o ° ©
e %
o
> L
T T T *y
2 7 1 — T Z T
El 0 1 2
Xy

Increasing C —
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What affects the hyperplane?

Xy
0
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Coding
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TL;DR

Support Vector Classifier

. . age imi M
Maximal Margin Classifier BosBrr Boers e M
ﬂm;xxirr}}zi . M p
05F15-+-:Pp> ) subject to Z,BJQ =1,
subject to Zﬁ; =1, =
j=1 Yi(Bo + Brxin + Pozia + -+ + Bprip) > M(1 — €),

Yi(Bo + Lrzir + Poxio + -+ Bpip) > M Vi=1,....,n n
. —r— € >0, ZQ‘SC»
i=1
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Next time
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