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Announcements

Last time

k-fold CV for Classification

Covered in this lecture

response to feedback (from Quiz 5)

Subset selection

Forward and Backward Selection

Announcements:

HW #4 Due Sunday (10/12)

HW #5 due very late, to avoid Fall
break weekend. I will release it early
so you can work on it to prep for the
exam.
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Feedback collected in Quiz 5

what I can do:
▶ I will add overview slide at the beginning of each lecture. This will become a study guide for

the exam.
▶ I will provide you a practice exam with matched difficulty. Those questions will not be in the

exam.
▶ Code portfolios as bonus assignments. I will provide a template.

what you can do:
▶ Take better notes
▶ Read the textbook (read before class if you have trouble following the lecture)
▶ Ask more questions (in class, on slack, office hours/helproom) and respond to the review

class “burning questions” survey
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What should you learn from this lecture?

Why shouldn’t you have as many predictors in your model as possible?

What are the three basic methods could be used to select the appropriate predictors
(feature selection)?

What are the steps/procedures in the algorithm for each of these methods?

How to implement these procedures by hand given the training and CV test error for each
combo of predictors?

What are the pros and cons for choosing each of these feature selection methods? When
you can or cannot use them?

How do you implement the feature selection algorithm in Python?
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Section 1

Previously on linear regression ...
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The problem of many features (p) relative to samples (n)

Up to now, we’ve focused on standard linear model: Y = β0 + β1X1 + · · ·+ βpXp + ε and
done least squares estimation.

Prediction accuracy
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The problem of many features (p) relative to samples (n)

Up to now, we’ve focused on standard linear model: Y = β0 + β1X1 + · · ·+ βpXp + ε and
done least squares estimation.

Model Interpretability
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Section 2

Best Subset Selection
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Go through each combo of variables exhaustively (exhausting?)

All subsets of 4 variables (24 = 16)

∅

X1

X2

X3

X4

X1 X2

X1 X3

X1 X4

X2 X3

X2 X4

X3 X4

X1 X2 X3

X1 X2 X4

X1 X3 X4

X2 X3 X4

X1 X2 X3 X4
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One way of breaking this up
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Calculate by hand

We train a model using four variables, X1,X2,X3,X4. We’re interested in getting a subset of
the variables to use. The following table shows the mean squared error and the MSE value
computed for the model learned using each possible subset of variables.

1 What subset of variables is found for
each of the sets
M0,M1,M2,M3,M4 when using
best subset selection?

2 What subset of variables is returned
using best subset selection?
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Extra work space if it helps

∅

X1

X2

X3

X4

X1 X2

X1 X3

X1 X4

X2 X3

X2 X4

X3 X4

X1 X2 X3

X1 X2 X4

X1 X3 X4

X2 X3 X4

X1 X2 X3 X4
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Code to do this

Dr. Zhang (MSU-CMSE) Mon, Oct 6th, 2025 13 / 25



Section 3

Forward Selection
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What’s the problem with best subset selection?
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Forward Stepwise Selection
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An example for Forward Stepwise Selection

∅

X1

X2

X3

X4

X1 X2

X1 X3

X1 X4

X2 X3

X2 X4

X3 X4

X1 X2 X3

X1 X2 X4

X1 X3 X4

X2 X3 X4

X1 X2 X3 X4
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Group work: by hand same example with forward example

We train a model using four variables, X1,X2,X3,X4. We’re interested in getting a subset of
the variables to use. The following table shows the mean squared error and the R2 value
computed for the model learned using each possible subset of variables.

1 What subset of variables is found for
each of the sets
M0,M1,M2,M3,M4 when using
forward selection?

2 What subset of variables is returned
using forward subset selection?
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Extra work space if it helps

∅

X1

X2

X3

X4

X1 X2

X1 X3

X1 X4

X2 X3

X2 X4

X3 X4

X1 X2 X3

X1 X2 X4

X1 X3 X4

X2 X3 X4

X1 X2 X3 X4
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Pros and Cons of Forward Stepwise

Pros: Cons:
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Section 4

Backward Selection
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Backward stepwise selection
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Pros and Cons of Backward Stepwise

Pros: Cons:
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TL;DR

Modify step 2 with forward
or backward selection

Choose best model in step 3
using one of our adjusted
training scores or CV

Test your understanding: PollEv

Dr. Zhang (MSU-CMSE) Mon, Oct 6th, 2025 24 / 25

https://PollEv.com/multiple_choice_polls/BZSEDYtwmgzceGBfApMHC/respond


Next time
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