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Announcements

Last time:

Ch 8: Random Forests

This lecture:

Maximal Margin Classifier

No jupyter notebook for this class

Announcements:

HW #8 Due Sunday 11/9
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Section 1

Maximal Margin Classifier
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The goal
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What is a hyperplane?
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Mathematical definition of a hyperplane

β0 + β1X1 + β2X2 + · · ·+ βpXp = 0
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Hyperplane for p = 2

1 + 2X1 + 3X2 = 0
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There are two sides to every hyperplane

β0 + β1X1 + β2X2 + · · ·+ βpXp < 0 β0 + β1X1 + β2X2 + · · ·+ βpXp > 0
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Classification Setup

Data matrix:

X =


− xT1 −
− xT2 −

...
− xTn −


n×p

x1 =

x11
...

x1p

 , · · · , xn =

xn1
...

xnp



Observations in one of two classes,
yi ∈ {−1, 1}

Y =


y1
y2
...
yn



Separate out a test observation

x∗ = (x∗1 · · · x∗p )T
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Separating Hyperplane

β0 + β1xi1 + β2xi2 + · · ·+ βpxip > 0 if yi = 1

β0 + β1xi1 + β2xi2 + · · ·+ βpxip < 0 if yi = −1
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Another way to say it

β0 + β1xi1 + β2xi2 + · · ·+ βpxip > 0 if yi = 1

β0 + β1xi1 + β2xi2 + · · ·+ βpxip < 0 if yi = −1

For all i :

yi (β0 + β1xi1 + β2xi2 + · · ·+ βpxip) > 0
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Separating hyperplane becomes a classifier

If you have a separating hyperplane:

Check

f (x∗) = β0+β1x
∗
1 +β2x

∗
2 + · · ·+βpx

∗
p

If positive, assign ŷ = 1

If negative, assign ŷ = −1
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How do we pick?
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Distance from an observation to a hyperplane
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Maximal margin classifier
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Example

Sketch the maximal margin
hyperplane.

What is the equation of this line in
the form β0 + β1X1 + β2X2 = 0?

Circle the support vectors. What is
their distance from the line?

https://www.desmos.com/calculator/tklbommiwz
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Extra work space

Respond to PollEv question.

https://www.desmos.com/calculator/tklbommiwz
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Mathematical Formulation
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First constraint
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Second constraint

Blue circles: yi = −1

Red Xs: yi = 1

−2
√
2 +

√
2
2 X1 +

√
2
2 X1 = 0

yi (β0 + β1xi1 + β2xi2) ≥ M
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An example with a bad choice of hyperplane

Blue circles: yi = −1

Red Xs: yi = 1

− 4√
5
+ 1√

5
X1 +

2√
5
X1 = 0

What is yi (β0 + β1xi1 + β2xi2) for the point xi = (0, 3)?
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Second constraint extra space

Blue circles: yi = −1

Red Xs: yi = 1

−2
√
2 +

√
2
2 X1 +

√
2
2 X1 = 0

yi (β0 + β1xi1 + β2xi2) ≥ M
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Mathematical Formulation
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Section 2

Issues with Maximal Margin Classifier
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But what if....
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Sensitivity to new points
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Next time

Q of the Day:
What is the relationship between
“support vectors” and “margin”?
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