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Announcements

Last time:
Ch 8: Random Forests

This lecture:

Maximal Margin Classifier

No jupyter notebook for this class
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What will you learn today?

@ What is hyperplane?
» How do you mathematically describe this hyperplane?
» How do you mathematically describe the two sides of the hyperplane?
» Given the equation of the hyperplane and the coordinates for a point, you should be able to
tell which side of the plane the point is on.
@ What qualify a hyperplane as a separating hyperplane?
» You should be able to describe this mathematically using an inequality.
> You should also be able to determine whether a hyperplane is a separating hyperplane given
a graph, or given the equation of the plane and the coordinates and class of a few points.

@ How to use a separating hyperplane as a classifier?
@ What makes a hyperplane a maximal margin hyperplane?
» What are its margin and support vectors?
» Given a graph, you should be able to clearly label the margin and support vectors. You
should also be able to infer the size of the margin from reading the graph.
> You should also be able to describe the optimization problem mathematically.
» Given the equation of the maximal margin hyperplane and the coordinates of support
vectors, you should be able to calculate the size of the margin by hand.
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Section 1

Maximal Margin Classifier
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The goal
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What is a hyperplane?
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Mathematical definition of a hyperplane

Bo + B1 X1+ BoXo + -+ -+ BpXp =0
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Hyperplane for p = 2

Xy
14+2X;+3Xo=0
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There are two sides to every hyperplane

Bo + B1X1 + BoXo + -+ + Bp X, <0 Bo + B1X1 + foXo + -+ -+ BpXp >0
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Classification Setup

Data matrix:
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Separate out a test observation
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Separating Hyperplane

Bo + Bixi1 + Baxio + -+ Bpxip > 0if y; =1
Bo + Bixi1 + Baxio + -+ Bpxip < 0 if yj = —1

X
1
|
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Another way to say it

Bo + Bixi1 + Baxio + -+ Bpxip > 0if y; =11
Bo + Bixi1 + Poxiz + -+ + Bpxip < 0 if yj = —1

For all i:

yi(Bo + Bixi1 + Boxiz + -+ - + Bpxip) > 0
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Separating hyperplane becomes a classifier

If you have a separating hyperplane:
@ Check

X
;
1

f(x*) = Bo+B1x] + 5255+ -+ Bpx;

o If positive, assign y =1

o If negative, assign y = —1 T

Dr. Zhang (MSU-CMSE) Wed, Nov 5, 2025 13 /28




How do we pick?
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Distance from an observation to a hyperplane
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Maximal margin classifier
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Example

X X X
X @ Sketch the maximal margin
hyperplane.
b 4 @ What is the equation of this line in
X the form By + B1.X1 + BoXo = 07
o Circle the support vectors. What is
Py Py their distance from the line?
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https://www.desmos.com/calculator/tklbommiwz

Extra work space

X Respond to PollEv question.

https://wuw.desmos.com/calculator/tklbommiwz
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https://PollEv.com/multiple_choice_polls/2q6UsD3rYTqB3c0z2IiNF/respond
https://www.desmos.com/calculator/tklbommiwz

Mathematical Formulation

maximize M

607517~~76va
P
subject to Zﬂf =1,
=1

yi(Bo + Bizin + Paxia + -+ Bpzip) > M Vi=1,...,n
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First constraint
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Second constraint

\ Yi(Bo + Bixi1 + Baxiz) > M
23 X X
X
L ]
X
2 b3
[ ]
o
1 ® @
@ Blue circles: y; = —1

@ Red Xs: y; =1
o —2V2+ Y2X) + 2X =0
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An example with a bad choice of hyperplane

What is y,'(,BO + Bixi1 + BzX,‘z) for the point x; = (0, 3)?
3 X X
X
®
\ X
3
°
°
L
@ Blue circles: y; = —1

@ Red Xs: y; =1
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) —%—}—ﬁxl—i-ﬁxl—o
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Second constraint extra space

\ Yi(Bo + Bixi1 + Baxiz) > M
i 23 i X X
X
L ]
X

2 b3

[ ]
L

1 ® ®

HA P PN
@ Blue circles: y; = —1

@ Red Xs: y; =1
o —2V2+ Y2X) + X =0
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Mathematical Formulation

maximize M

607517~~76va
P
subject to Zﬂf =1,
=1

yi(Bo + Bizin + Paxia + -+ Bpzip) > M Vi=1,...,n

Dr. Zhang (MSU-CMSE) Wed, Nov 5, 2025 24/28



Section 2

Issues with Maximal Margin Classifier
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But what if....
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Sensitivity to new points

-1
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Next time
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