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Section 1

Last Time
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Classification Setup

Data matrix:

-
— X - ) )
1T Observations in one of two classes,
_ X _
2 .
X = _ yi € {-1,1}
- x,;r - yi
nxp
¥2
Y=1]"
X: X
11 nl Vo
X1 = : 3ty Xp =
X1p an
Separate out a test observation
* * *\ T
X =(q o xp)
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Hyperplane becomes a classifier

If you have a separating hyperplane:
@ Check

Xy
;
1

f(X*) = Bo+,31Xf+,32X5+' . "i‘ﬁpxs

o If positive, assign y =1

o If negative, assign y = —1 i s

Dr. Cao (MSU-CMSE) Monday, Nov 10, 2025 5/28




How do we pick? Old version

Maximal margin classifier

Dr. Cao (MSU-CMSE)

For a hyperplane, the margin is the
smallest distance from any data point
to the hyperplane.

Observations that are closest are
called support vectors.

The maximal margin hyperplane is
the hyperplane with the largest
margin

The classifier built from this
hyperplane is the maximal margin
classifier.
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Choice of hyperplane is sensitive to new points

No separating hyperplane
exists
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Support Vector Classifier

e maximize M

. Nf\g Bo,B1,--Bp€1,es€n, M
7 1
-

P
subject to ZBJQ =1,

05 00 05 10 15 20 25 _]:1
X1

Yi(Bo + Braan + Bazio + - - + Bpxip) > M (1 — €;),

n
61'207 ZeiSO)

=1

Le e Test your understanding in PollEv!

T T T T
05 00 05 10 15 20 25

Xi
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Two formulations side by side

Maximal Margin Classifier
maximize M
BosB1y-5Bp, M

P
subject to Z,B]Z =1,

j=1
Yi(Bo + Bixit + Pagin + -+ Bpip) > M Vi=1,...

Support Vector Classifier
M

maximize
BosBLy-,Bpr€Lsesn, M

P
subject to Z,BJQ =1,

=1
Yi(Bo + Brxin + Pozia + -+ + Bprip) > M(1 — €),

n
€ >0, Zﬁi <C,
i=1

s
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So many variables

maximize M
B0sB1s---,Bp €150 €, M

P
subject to Zﬁf =1,
j=1

@ C is nonnegative tuning parameter

@ M is the width of the margin

Yi(Bo + Przir + Paia + -+ + Bpwip) 2 M(1 — &), @ &1, - ,en are slack variables allowing observations

n
€; 207 Zeisca

i=1

to go to the other side

Monday, Nov 10, 2025 10/28




Limiting factor

of SVC

..
L]
<+ - .03
L]
L]
s
~ - . o:‘: « °
ot °
< . e
o - o ® ..‘."c'
’.
... {. (N
. e o
Nl o °
. A )
o."o.
LI IR
T T T T
4 -2 0 2

Xo

-2

-4

o
/7. .0
. ‘/:
RN 1) o
l‘ N /'
: .
.0
° ” b4 /.’ { ]
TN S
4
e P
VoL
(J L4
. @
0op’ (A
’ .. 'R .
€ i
& .
, ’
., ‘
/
(30 V aeiat
P / Y
o
]
,e e
T T T T T
-4 -2 0 2 4

Monday, Nov 10, 2025

11/28



Section 2

Support Vector Machine
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Example of using more features

Want 2p features:

X17X127X27X227 o 7XP7X§

Optimization becomes:

maximize M
Bo,B11:812:-,Bp1:Bp2,€1,- €0, M

P

'4
subject to y; | Bo+ > _ Bjiwij + Y Bjexd; | > M(1—e;),

Jj=1 j=1
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Kernels

f(x;) should give you some more general
yif(xi)) > M(1 —€j) way of talking about how far is point x;
away from the decision boundary.
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Inner products

<a, b> = Z a,-b,-

i=1
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Quick computations

What are the following?
o ((1,1),(0,3))
° ((1,1),(3,2))
° ((2,3),(0,3))
° ((2,3),(3,2)

,(3,2)
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SVC via inner products

f(x) = 6o+ Za;(x,x,-)

i=1

F(x)=Bo+ Y ilx, )

ieS
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Example

—2V2 + £X1 + \Q[Xz =0
—2V2 + ‘lf((xl,xz), (0,3)) + f((xl, X2),(3,2)) =
L4 N
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The kernel

K(xi, x{) f(x) = fo +ZaiK(X,X;)

i

i€eS
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A polynomial kernel

K(X,', X,'/) =

X
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A radial kernel
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Support Vector Machine

F(x) = Bo+ Y aiK(x,x)

ieS
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Coding
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Section 3

SVM with more than two classes
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One-Vs-One Classification

Also called all-pairs

Dr. Cao (MSU-CMSE) Monday, Nov 10, 2025 25/28



One-Vs-All Classification
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TL;DR

Kernels

@ Linear

P
K(xi, xi1) = ZXUX:"J‘
j=1
@ Polynomial
f(x) =PFo+ > aiK(x,x) ¢
iEZS ' T K(xiyxir) = 1+ZXUX,J
@ Radial

K(xi,xi) exp( ’VZ(XU X'J))
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Next time

BN 1017 Review

M 10/20 Fall Break
W 10/22 Midterm #2
21 10/24  Polynomial & Step Functions ~ 7.1-7.2
2 T 10027 yStep Functionz‘ Basis 7074 gv:n#fo%ge
functions; Start Splines e
23 W 1029 Regression Splines 74
24 [BEN 10131 Decision Trees 8.1 HW #6 Due
25 M 113 Random Forests 821,822  Sun12
26 W 11/5 Maximal Margin Classifier 9.1
7 B 7 svc 92 HW #7 Due
28 M 1110 SVM 9.3,94 Sun 11/9
29 W 1112 Single Layer NN 10.1
30 [EN 1113 Multi Layer NN 102 HW #8 Due
31 M N7 CNN 103 Sun 11/16
2 W 1119 U”S“pec’ln':zfir'fga’"'"gl 124,124
33 [WEN 11721 Virtual: Project Office Hours HW #9 Due
M 11724 Review Sun 11723
W 11726 Midterm #3
RN 1128 Thanksgiving
M 12/1  Virtual: Project Office Hours
W | 12/3  Virtual: Project Office Hours
BEY 1255 Project Due

Q of the day:
Why would you want to use SVM rather than SVC?
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