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Announcements

Last time:

Convolutional Neural Nets

This lecture:

Clustering (Just hierarchical clustering)

Announcements:

No more homework!

Weds: Project office hours, zoom only, send a
message on slack!

Mon Dec 2: Review - Bring questions!

Weds Dec 4: Exam
▶ Content since 2nd Exam (Ch 7 and on)
▶ One page (8.5x11) handwritten cheat sheet
▶ Calculator if you want it
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Section 1

Unsupervised learning
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Supervised vs Unsupervised Learning

Supervised Unupervised
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Some examples of unsupervised problems

Assay gene expression levels in 100
patients with breast cancer, looking
for subgroups with similar qualities

Online shopping: find groups of
shoppers with similar browsing and
purchase histories and show relevant
related products.

Search engine picking results to show
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Section 2

Clustering
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Big idea
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Section 3

Hierarchical Clustering
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Dendrogram
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A bigger example
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Single linkage

Distance between cluster A and cluster B:
Smallest distance between the points

L(A,B) = min
a∈A,b∈B

∥a− b∥
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Building the dendrogram
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How to get clusters
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How to get different clusters

Dr. Munch (MSU-CMSE) Mon, Nov 25, 2024 14 / 21



Can get any number of clusters
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Linkage
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Example with complete linkage

Distance between cluster A and cluster B:
Largest distance between the points

L(A,B) = max
a∈A,b∈B

∥a− b∥
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Examples of different linkage
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Dependence on dissimilarity measure

Photo Credit Link
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https://twitter.com/UsmanKayaniPhD/status/1518243229832994818


Coding
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Next time
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